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Abstract—The robust and safe operation of automated vehicles
underscores the critical need for detailed and accurate topological
maps. At the heart of this requirement is the construction
of lane graphs, which provide essential information on lane
connectivity, vital for navigating complex urban environments
autonomously. While transformer-based models have been effec-
tive in creating map topologies from vehicle-mounted sensor data,
their potential for generating such graphs from aerial imagery
remains untapped. This work introduces a novel approach to
generating successor lane graphs from aerial imagery, utilizing
the advanced capabilities of transformer models. We frame
successor lane graphs as a collection of maximal length paths and
predict them using a Detection Transformer (DETR) architecture.
We demonstrate the efficacy of our method through extensive
experiments on the diverse and large-scale UrbanLaneGraph
dataset, illustrating its accuracy in generating successor lane
graphs and highlighting its potential for enhancing autonomous
vehicle navigation in complex environments.

I. INTRODUCTION

Modern self-driving vehicles rely on accurate topological
representations of their immediate surroundings to plan and
navigate safely. While onboard sensors such as cameras or
LiDARs provide vital observations used in localization [7, 1],
scene understanding [2, 16, 6] and downstream decision mak-
ing [17], they come with significant challenges such as limited
availability and occlusions. Nonetheless, robust planning and
control require high-fidelity topologies such as HD map data
to act in a timely and safe manner. Thus far, both LiDARs
and cameras have been successfully used for predicting the
road topology [13, 14, 11] in the vicinity of the ego vehicle.
However, the input sensor data is starkly affected by occlu-
sions leading to frequent hallucinations, which is common for
supervised learning techniques.

Lane graphs are a fundamental element of topological maps
as they provide lane-level connectivity information of the
road network suitable for planning, trajectory prediction, and
control. However, predicting a sparse data structure such as
a lane graph is usually hard due to its connectivity [12, 21].
In order to resolve occlusions in the surround view, several
methods have been recently proposed that leverage aerial
and bird’s-eye-view (BEV) data for improving the lane graph
prediction accuracy [9, 3, 21]. While these aerial methods
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Fig. 1: We present aerial lane graph transformers (ALGT) for learning feasible
high-fidelity traversals of successor lane graphs. The left image shows raw
predicted traversals while their opacity represents the predicted probability
score. The right image shows the thresholded and aggregated traversals
forming a successor lane graph.

provide useful representations, they either lack capabilities
in out-of-distribution scenarios [9], suffer from inaccurate
connectivity [21], or cannot provide the required level of
fidelity of, e.g., the node positions [3].

In this work, we tackle the problem of predicting successor
lane graphs, as introduced in the UrbanLaneGraph dataset [3].
Successor lane graphs provide actionable representations given
an initial starting pose of the ego-vehicle useful for short-term
planning as depicted in Fig. 1. For this task, we follow Liao et
al. [12] in decomposing the graph-level task into multiple path-
level predictions. Leveraging recent developments in set-based
prediction (DETR) [4, 15, 20], we introduce the Aerial Lane
Graph Transformer (ALGT) model. Our proposed network
takes aerial images including context as input to predict
successor lane graphs within a region of interest at the center
of the input image as shown in Fig. 2. The successor lane
graphs themselves are predicted as multiple feasible traversals
of a directed-acyclic graph, which are later fused to form
final predictions. As part of this work, we demonstrate the
benefit of using polyline path representations over Bézier
parametrizations for improved graph prediction. In addition,
we present insights into the capabilities of various image
backbones used for encoding aerial imagery.

To summarize, our main contributions are:

o We present the ALGT framework for predicting successor

lane graphs from aerial imagery using transformers.

« We demonstrate the benefit of using polyline representa-

tions over Bézier parametrization and ablate over various
network architectures.



II. TECHNICAL APPROACH

Our approach aims to predict successor lane graphs G in
terms of path proposals Y given aerial image crops I in a
supervised learning manner. In the following, we outline two
lane graph representations (Sec. II-A), introduce the ALGT
model in Sec. II-B, detail the training procedure in Sec. II-C,
and describe the aggregation of proposal paths to form a single
successor graph G in Sec. II-D.

A. Lane Graph Representation

We adopt the path-level representation strategy as proposed
by MapTR [13] and decompose G into a set of maximal length
paths. These paths represent a collection of traversals from
the initial ego pose vy to arbitrary terminal nodes ve,q of G.
This path-level decomposition is necessary for predicting set-
wise outputs later using the transformer architecture. We can
represent these traversal paths either as polylines or as Bézier
curves:

e A polyline P,, consists of n straight line segments linked
sequentially to create a piece-wise linear path. It is
defined by a series of points pgy,p;,...,p; located in
a two-dimensional space. Each adjacent pair of points
(P> Pi41) is connected by a straight line.

o A Bézier curve B,, in n dimensions is specified by n+ 1
control points by, by, ..., b,, with by marking the start
and b,, the end of the curve. The intermediate control
points influence the curve’s shape through Bernstein
polynomials of the form B; ,, = (7})t'(1—t)"~". A Bézier
curve is formulated as

Bu(t)=> biBin(t) for 0<t<1. (1)
=0

We visualize these decomposed path representations including
the Bézier control points in Fig. 2.

B. Aerial Lane Graph Transformer

The input to the proposed transformer model is an RGB
image crop I, from which the central region represents the
actual target image I,,;, while the outer margin serves as
contextual information. We aim to predict a successor lane
graph G within the image domain I,,;, where the initial
node vg is positioned at the bottom center of I,,;. This is
also visualized in Fig. 2 where the dark region represents
the context and the inner region represents I,.,;. Our ALGT
model is structured around three primary components. Initially,
an image backbone extracts relevant features from the input
image I (Sec. II-B1). Following this, a transformer-based path
predictor derives a set of path proposals Y (Sec. 1I-B2). These
proposals are later aggregated. An overview of our model’s
architecture is illustrated in Fig. 3.

1) Aerial Image Backbone: To extract features from the
context RGB image I, we leverage an ego lane regression
network, similar to LaneGNN [3]. The network is built upon
two stacked PSPNet [19] instances, initially generating a
context lane regression mask. In combination with the orig-
inal input image, the context regression mask is then used

Fig. 2: Visualization of decomposed successor lane graphs of the UrbanLane-
Graph dataset [3]. We choose Bézier curves of degree 10 and polylines from
20 sample points on this curve. All paths along with their Bézier control points
are depicted in varying colors. The context part of the samples is darkened.

to predict an ego lane regression mask. We disregard the
PSPNet’s upsampling layers and prediction heads and use it
as our image backbone, transforming I into feature maps F';.
Additionally, we integrate an image classification backbone,
such as ResNet [8] or ViT [5] that produces another set
of feature maps F'5. Lastly, we combine the feature maps
F1 and F'5 in a learned fashion to forge a unified feature
representation F' = CONCAT(F', FY).

2) Path Prediction: The path predictor is the core compo-
nent of our architecture and utilizes the DETR framework [4].
The path predictor consists of two stages. In the encoder
stage, the image features F' are encoded using an iterative
self-attention mechanism. In the following decoder stage, this
encoded version of the extracted features is then used to
transform a predefined number ng of lane path queries into
proposal vectors using self- and cross-attention. Finally, two
prediction heads predict all ng path proposals in parallel. In
the following, we detail the specific components:
Transformer Encoder: To maintain the positional relation-
ships within the image features before feeding them into the
transformer encoder, we apply a fixed two-dimensional sinu-
soidal positional encoding P.,. [18]. We add the positional
encoding onto the original features and flatten the feature maps
Z = FLATTEN(F + P.,,.) and feed them to the transformer
encoder to yield Z'.

Transformer Decoder: The decoder takes the encoded image
features Z' to generate a set of path proposals. We employ
a set of fixed-size vectors Q = (q4,...,q, Q)T as trainable
transformer queries, where each query q € @Q is a higher-
dimensional representation of a potential lane path. This query
design aims to capture various paths without specifying the
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Fig. 3: Overview of our ALGT model for successor lane graph prediction. An image backbone extracts relevant features from the context image that are
passed through a transformer-based path predictor to produce successor lane graph proposals.

order of prediction for each path, eliminating the need for
positional encoding in the decoder segment of our model. By
employing a standard decoder structure with ng.. layers, we
refine each path query ¢ € @ into a path proposal vector
qdeq.

Prediction Heads: For each path proposal vector ¢’ € Q’,
we obtain the following outputs using two distinct prediction
heads: First, the detection head predicts the likelihood that the
proposed path exists using an MLP followed by a Sigmoid
activation layer to obtain outputs in [0, 1]. Secondly, the control
head predicts the configuration of each path as a series of
control points A = (a1,...,an,,)". The MLP-based control
head projects the points’ coordinates onto a normalized [0, 1]
scale wrt. Tq-ge¢. This process is executed concurrently for
all path proposals ¢’ € @', producing a collection of path with
associated probabilities Y = {(I;, A;)}1.% as shown in Fig. 1.

C. Training

Optimizing the ALGT model is challenging due to varying
set sizes between the ground truth and predicted paths. First,
we identify the optimal matching between the predicted paths
Y and the ground truth paths Y using Hungarian match-

ing [10]:

Nep

Conaten(Yi, Vi) =Y a-d(yf,af) + 8- (1-1;), (2
k=1

where d(y¥, aé?) represents the Manhattan distance between
the k-th control points of Y; and Yj, while « and (8 are
constants that balance the contributions of spatial discrep-
ancies and classification confidence, respectively. Following
the obtained optimal matching, we minimize a composite loss
that penalizes the regression errors of control points and the
classification inaccuracies of the predicted paths:

L=« Z ‘Cmse(}/ivifo*(i)) +5- Ebce(li)’

Y;eYy

3)

where the MSE loss regularizes the errors over all control
points and the binary cross-entropy penalizes path likelihoods.

D. Path Filtering and Aggregation

In the aggregation step of our approach, we convert the set
of path proposals Y into the successor lane graph representa-
tion G. First, we disregard all path proposals that do not meet
a certain minimum likelihood threshold p,,,;,. Next, we fuse
the thresholded paths into a cohesive successor lane graph G
by adding directedness and merging the individual path graphs
iteratively: Given a candidate path graph to merge we identify
the nearest nodes v* in the existing graph using L2 distances. If
the distance d(v,v*) is less than or equal to d,,., indicating
the nodes represent the same location, we merge v into v*.
Otherwise, v is added as a new node. After completing the
iterative merging process, we obtain our final successor lane
graph, G, as shown in Fig. 1.

III. EXPERIMENTAL EVALUATION

In the following, we present our experimental findings
on the Palo Alto split of the UrbanLaneGraph benchmark
dataset [3]. To quantify our experimental results we make
use of the same set of metrics utilized in the benchmark:
TOPO and GEO measuring geometric and topological sim-
ilarity, the average path length similarity (APLS), the split
detection accuracy (SDA), and the image-based Graph IoU.
We present quantitative evaluations including an ablation study
and compare our proposed ALGT model with the strong
LaneGNN baseline [3]. While the LaneGNN method shows
high topological accuracy it suffers from inaccurate node
positions, which show significant offsets with respect to the
ground truth graphs. We refer to the LaneGNN paper [3] for
more insights. Additionally, we also present qualitative results
in Fig. 4.

A. Quantitative Results

We conduct an ablation study on the utilized path repre-
sentation, different image backbones, and different encoder-
decoder sizes of the network. As detailed in Tab. I, we
demonstrate that the polyline-based prediction greatly outper-
forms the Bézier parametrization across all metrics, which
leads us to conclude its greater suitability for set-based lane
graph prediction tasks. Moreover, we observe that the PSP-
Net image backbone outperforms variants that solely utilize
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Fig. 4: Qualitative results obtained by our ALGT model in comparison to the ground truth. The top row represents the ground truth, while the bottom row
presents our model’s predictions. Our proposed architecture predicts highly accurate lane graphs that do not suffer from sampled node positions as LaneGNN
and shows high split detection accuracy. In general, the obtained graphs show a smooth characteristic.

Variant ‘ TOPO P/R  GEO P/R  APLS SDAjy, SDAsy Graph IoU
Path Representation |

Bézier 0.395/0.339 0.567/0.527 0.619 0.191 0.405 0.290
Polyline 0.479/0.420 0.639/0.594 0.664 0.251 0.479 0.338
Backbone |

ResNet-50 0.268/0.223 0.433/0.396 0.509 0.158 0.367 0.200
ViT-B-16 0.253/0.212 0.418/0.383 0.465 0.114 0.348 0.195
PSPNet 0.479/0.420 0.639/0.594 0.664 0.251 0.479 0.338
PSPNet + ResNet-50 | 0.485/0.414 0.644/0.587 0.665 0.237 0.447 0.345
Architecture |

(1,1,64,10) 0.432/0.353 0.598/0.536 0.643 0.193 0.344 0.304
(2,2,128,20) 0.474/0.402 0.631/0.575 0.651 0.223 0.420 0.331
(4,4,128,10) 0.479/0.420 0.639/0.594 0.664 0.251 0.479 0.338

TABLE I: Ablation studies conducted on our foundational ALGT model, uti-
lizing the Palo Alto validation set from the UrbanLaneGraph dataset [3]. The
underlined variants indicate the selected parameters used for comparison again
LaneGNN. The highest-performing values in each category are highlighted in
bold. The architecture ablation study compares varying configurations of the
number of encoder and decoder layers, the model’s hidden dimensionality
and the number of queries: (Nenc, Ndec, ¢, nQ). Higher values are better,
best results are written bold.

standard image backbones such as ResNet or ViT that are
often rather used in detection tasks. When coupling a PSPNet
instance with a ResNet-50 as described in Sec. II-B1, we
observe similar results compared to only relying on a PSPNet
instance. Furthermore, a variation of the transformer encoder
and decoder sizes shows that a higher number of encoder and
decoder layers improves predictions while keeping the number
of path proposals at 10.

As depicted in Tab. II, we observe competitive results on
the Palo Alto test data split when comparing our ALGT
model with the LaneGNN baseline [3]. While LaneGNN
shows greater topological accuracy, the ALGT model vastly

outperforms the LaneGNN on the APLS metric. This outlines
that the ALGT architecture does not suffer from inaccurate
node positions and ultimately resolves this limitation inherent
to sampled node manifolds used by LaneGNN.

Method | TOPO P/R  GEO P/R  APLS SDAj, SDAsy Graph IoU
LaneGNN | 0.584/0.744 0.582/0.739 0.177 0.220 0.367 0.378
ALGT 0.481/0.437 0.645/0.606 0.714 0.224 0.497 0.343

TABLE II: Quantitative results of our ALGT model in comparison with the
LaneGNN [3] baseline mode for the successor lane graph prediction task.
Both models are trained and tested on the subset of Palo Alto from the
UrbanLaneGraph dataset [3]. Higher values are better, best values written
bold.

B. Qualitative Results

We present additional qualitative results of the proposed
ALGT model in Fig. 4. As depicted, our proposed method
predicts highly accurate lane graphs that do not suffer from
sampled node positions (as LaneGNN) and shows high split
detection accuracy. In addition, we show a number of failure
cases in Fig. 5 in the appendix.

IV. CONCLUSION

We presented a novel successor lane graph prediction ap-
proach that generates highly accurate paths while not suffering
from graph initialization errors. This leads to improved path
accuracy and allows better split point predictions at intersec-
tions. Future work could address the temporal aggregation
of the transformer-based predictions and tackle the out-of-
distribution problem inherent to large-scale lane graph pre-
diction.
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Fig. 5: Failure cases of the ALGT model compared to GT
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V. APPENDIX

In addition to the qualitative insights shown in the main
manuscript, we provide a number of failure cases in Fig. 5.
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