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Lane Graph Representation
■ Following MapTR [1], we represent successor lane graphs 

as maximal-length paths to enable set-level predictions.
■ We parametrize traversal paths as standard polylines consisting 

of straight segments or Bézier curves using 10-20 control points.

Aerial Lane Graph Transformer (ALGT)
■ As proposed in the UrbanLaneGraph [2] dataset we take aerial crops including 

context and embed them using various image feature encoders.
■ We add fixed two-dimensional sinusoidal positional encodings, flatten the 

feature maps and feed them to a transformer encoder.
■ Based on set of fixed-size vector path queries the transformer decoder 

produces proposal vectors representing lane graph paths. Thus we do not 
utilize any positional encoding within the decoder.

■ We regress path probabilities and associated control points using MLPs. 

■ Training: We minimize a composite loss consisting of the MSE of the Hungarian 
matching objective between predicted and GT paths using the Manhattan 
distance and the predicted path probability:

 

■ Aggregation: We disregard paths not meeting a certain minimum likelihood 
threshold. The remaining paths are fused based on Euclidean node-to-node 
merging to obtain cohesive successor lane graphs.

■ We presented a novel successor lane graph prediction approach that generates 
highly accurate paths while not suffering from node  initialization errors.

■ Polyline path representations seem to outperform Bézier parametrizations.
■ Future work could address the learned temporal aggregation of transformer-

based predictions as well as the out-of-distribution problem inherent to large-
scale lane graph prediction.

ALGT

➔ Polyline representations 
outperform Bézier curves by a 
large margin.

➔ Segmentation backbones 
such as PSPNet are most 
suitable for lane graph 
prediction from aerial 
imagery.

➔ Detection backbones such as 
ViT or ResNet do not yield  
significant performance gains.

■ How can we leverage transformers for aerial lane graph prediction?

■ What are effective image encoding backbones?

■ What is the most suitable path parametrization for set-level lane graph 
prediction?

➔ ALGT shows competitive performance on the ULG benchmark when 
comparing against LaneGNN.

➔ The ALGT model vastly outperforms LaneGNN on the APLS and SDA 
metrics. Nonetheless, the topological accuracy of LaneGNN [2] is higher.

➔ Our approach does not suffer from inaccurate node positions and resolves 
the limitation of sampled node manifolds.
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Failure Cases

➔ Topological errors 
mostly stem from 
missing entire paths. 

➔ Similar to previous 
findings [2], inferring  
intersection rules 
from aerial views 
remains hard.
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