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Versatile Behavior Diffusion

• Query-centric transformer adapts to scenes with 
various number of agents  

• Auxiliary prediction head improves training stability  
• VBD achieve SOTA performance on Waymo Open 

Motion Dataset and won the 2nd place in 2024 
SimAgent Challenge  

• VBD generate scenarios both within and beyond 
training data distribution with simple guidance

Traffic Modeling as Optimal Control

minuJθ(x, u; c)
Joint Trajectory

Joint Control Sequence

Scene

s.t     x0 = x0,

Optimization Objective

Initial State

Known Dynamics

xt+1 = f(xt, ut), ∀t ∈ {0,…, T − 1}

• Realism & Scalability  
• Scene-Consistency

• Interaction 
• Controllability 

Under Maximum Entropy IRL formulation, Boltzmann 
Distribution of  approximates :Jθ p(u |c)

p(u |c) ≈ pθ(u |c) :=
1
Zθ

exp(−Jθ(x(u), u; c)

Energy-Based Method

st=0(u |c) = ∇ulog pθ(u |c)
= − ∇uJθ(x(u), u; c) − ∇ulog Zθ

=0

How to obtain ? Jθ

Diffusion model 
learns to 
estimate the 
gradient of log ptDa

ta
 x

Stochastic Process Step t

Unknown p0(x) Known pT(x)

Scene-Consistency With Prior Condition

Diffusion generative allows us to learn  from data, 
and conduct compositional optimization with user-
defined objectives

∇J
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Improving Narrow Passage Problem by 
Enforcing Constraints

Iteratively guide the denoting process in a gradient 
descent-ascent fashion to generate interactive 
pursuit–evasion behaviors


